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We propose a multi-agent based interpolation system for traffic condition, which includes estimation and learning agents. These agents are assigned to all the road links. Estimation agents renew the velocity of each road link, and learning agents renew the weight values for estimation. Estimation and learning agents alternately calculate the results to improve the interpolation accuracy. The standard deviation of the estimated velocity is 8.53 km/h, which is obtained from the probe car data from 01/11/2007 to 31/10/2008.
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1. Introduction

The role of traffic information services in reducing the consumption of fossil fuels and carbon dioxide is important. Traffic information is classified into two types: temporal information and spatial information. Temporal information denotes forecast technologies, and there is no effective way to forecast future traffic congestion. Spatial information corresponds to traffic congestion mapping. The multi-agent based interpolation system we propose can estimate traffic conditions based on small amounts of information.

The Vehicle Information and Communication System (VICS) is well-known as a traffic information service. VICS gathers the traffic information from roadside sensors and provides it to drivers. VICS is very useful to provide traffic information, but a huge capital investment in roadside sensors is essential. The probe car system is an effective method of reducing this capital investment. Probe cars measure the travel time along road links using Global Positioning System (GPS) sensors and other methods. With the probe car system, it is unnecessary to install sensors at the roadside. However since probe cars are very few in number, it is difficult to estimate traffic congestion only from Probe Car Data (PCD).

One commonly-used method to interpolate traffic conditions is by statistical analysis. This method uses statistical data for the time-sliced average of past PCD from road links. At present, the number of probe cars providing data that covers the same time and conditions is very few, and the sampling errors are very large.

The pheromone model\(^{(1)-(3)}\) is used to make up the deficit in PCD, with deposit, propagation, and evaporation as the pheromone parameters. While the pheromone model is normally used as a forecast technology, it can be used for interpolation. The pheromone intensity depends on the velocity of the traffic, and changes through a mechanism of propagation and evaporation. Thus traffic congestion can be estimated from the pheromone intensity. But the pheromone parameters are determined by human experience and are difficult to determine objectively.

The Feature Space Projection (FSP) method\(^{(4),(5)}\) is proposed as a method to interpolate the traffic conditions, with the feature being obtained by Principal Component Analysis (PCA) with missing data. The PCA method without missing data is commonly used for multivariate analysis. But in this case, the probability of getting simultaneous PCD from two road links is very small, and so a method of using PCA with missing data is essential for this calculation. The size of this model depends on the product of the number of day factors and time resolution, and the required calculation volume is beyond the capacity of ordinary PCs.

We propose a method of solving these problems\(^{(6),(7)}\). Learning agents calculate the weight value corresponding to the pheromone parameters, and estimation agents make up the deficit in PCD. In other words, the interpolation accuracy can be improved by collaboration between the estimation and learning agents. The Coefficient of Determination (CD) and Mean Square Error (MSE) are used to evaluate the progress of learning.

2. Traffic Information Interpolation System

Figure 1 shows the multi-agent based interpolation system for traffic conditions. This system consists of both estimation and learning agents that are assigned to all the road links. Estimation agents renew the velocity for each

Fig. 1. Multi-agent Based Interpolation System for Traffic Conditions
road link, and learning agents renew the weight values for estimation. The estimated velocities and the weight values are stored in the velocity/weight database. Estimation and learning agents alternate in calculating the results to improve the interpolation accuracy.

Figure 2 shows the normalized velocity (NV) of road links. The normalized velocity used in this system is given by $y = 1 - x/100$. The $x$ denotes the velocity (km/h), and the $y$ denotes the NVs. When the $x$ is more than 100 (km/h), the $y$ is assigned 0.

2-1 Estimation Agents

Figure 3 shows the example of the junction of road links. Road link C is connected with road links A and B. The linear operation is used in this system. The velocity of road link C is increased by simple addition of the velocity of road link A and B as the velocity is used. When the velocity of road link A and B is 80 km/h, velocity of road link C becomes 160 km/h. In general way, the velocity is decreased by junctions. The velocity of road link C is decreased by simple addition of the NV of the road link A and B. When the NV of road link A and B is 0.2 (= 80 km/h), the NV of road link C becomes 0.4 (= 60 km/h). The NV is suitable for this calculation because the slope of the line in Fig. 2 is negative.

Figure 4 shows an example of the road link connections. The travel time for each road link is converted to an NV, and the NVs at time $t$ are $\nu^{(1)}$, $\nu^{(2)}$,..., $\nu^{(7)}$. For example, $\nu^{(1)}$ denotes the NV of road link 1 at time $t-1$.

Estimation agents calculate the NV for the road link being estimated using the NVs for the reference road links and the weight values at time $t$, and the reference road links that are adjacent to the road link being estimated. The initial NV for each road link is 0, and the initial weights are $\nu^{(0)}_i = 0$, $\nu^{(1)}_i$, ..., $\nu^{(1)}_i = 1/n$, $n$ denotes the number of adjacent (reference) road links for the road link $i$, and each road link has a different value of $n$. For example, the reference road links for road link 1 are 2, 3, 4, and 5 in Fig. 4, and the number of reference road link $n^{(i)}$ is 4. While the notation $n^{(i)}$ is appropriate, the superscript $i$ is omitted in this section. Without initial values, the multi-agent based interpolation system cannot break the deadlock.

\[ V^{(i)} = \left( V^{(i)}_1 \cdot V^{(i)}_2 \cdots V^{(i)}_n \right) \]

Where the calculated NV vector for the reference road links associated with the road link $i$, and $w^{(0)}_i$ is the weight vector of the $i$-th road link at time $t$. $V^{(i)}$ consists of $n$ NVs for the reference road links and a constant value 1. Equation (1) shows the definition of the estimated NV vector $\tilde{E}^{(i)}$ for the road link $i$ at time $t$. In other words, the estimated NV is the inner product of the NV vector and the weight vector. Occasionally, the weight value $w^{(0)}_i$ is referred to as the threshold.

\[
\tilde{E}^{(i)} = V^{(i)} \cdot \nu^{(i)}_n \\
V^{(i)} = \left( 1 \ V^{(i)}_1 \ V^{(i)}_2 \cdots V^{(i)}_n \right) \\
\nu^{(i)}_n = \left( \nu^{(1)}_n \ \nu^{(2)}_n \ \cdots \ \nu^{(i)}_n \right)
\]

When the NV for the PCD at time $t$ is $V^{(i)}_n$, the component of the NV vector $V^{(i)}$ is renewed.

Estimation agents are assigned to all the road links, and they iteratively calculate the NV for the road links being estimated. First, the new PCD assigned to road link 1 and the NVs for adjacent road links 2, 3, 4, and 5 are calculated. Next, the NVs for road links 6 and 7 are calculated. When the road link being estimated is 2 and the reference road links are 1, 3, and 6, $V^{(2)}$ can be calculated from Equation (4).
\[ V^{(2)} = \begin{pmatrix} 1 & \theta_1^{(1)} & \ldots & \theta_n^{(1)} \end{pmatrix} \]

\[ r^{-1} W^{(2)} = \begin{pmatrix} r^{-1} W_{10}^{(2)} & r^{-1} W_{11}^{(2)} & \ldots & r^{-1} W_{1n}^{(2)} \\ r^{-1} W_{20}^{(2)} & r^{-1} W_{21}^{(2)} & \ldots & r^{-1} W_{2n}^{(2)} \end{pmatrix} \]

Using the same method, \( \tilde{E}^{(0)} \) can be calculated from Equation (7).

\[ \tilde{E}^{(0)} = V^{(3)} \cdot r^{-1} W^{(0)} \]  

\[ V^{(0)} = \begin{pmatrix} 1 & \theta_1^{(1)} & \ldots & \theta_n^{(1)} \end{pmatrix} \]

\[ r^{-1} W^{(0)} = \begin{pmatrix} r^{-1} W_{10}^{(0)} & r^{-1} W_{11}^{(0)} & \ldots & r^{-1} W_{1n}^{(0)} \\ r^{-1} W_{20}^{(0)} & r^{-1} W_{21}^{(0)} & \ldots & r^{-1} W_{2n}^{(0)} \end{pmatrix} \]

2-2 Learning Agents

Learning agents are assigned to all the road links, and they calculate the weight vector \( w \) for learning the road link \( i \) referring to the probe NVs for the road link \( i \) and the NVs for the reference road links. The superscript for the time \( t \) and the road link number \( i \) is omitted in the notation. Equation (10) is \( m \) simultaneous equations with \( n+1 \) unknowns. \( P \) denotes the probing vector for the road link \( i \) with \( m \) NVs, and \( V_m \times (n+1) \) denotes the matrix consisting of \( m \) NVs for the reference road links and \( m \) constant values of 1. The subscript \( m \) denotes the number of PCV values, and each road link has a different value of \( m \). While the notation \( m^{(i)} \) is appropriate, the superscript \( i \) for \( m \) is also omitted.

\[ P = V_m \times (n+1) \cdot w \]  

\[ P = \begin{pmatrix} P_1 & \ldots & P_m \end{pmatrix}^T \]  

\[ V_m \times (n+1) = \begin{pmatrix} V_{11} & \ldots & V_{1n} \\ \vdots & \ddots & \vdots \\ V_{m1} & \ldots & V_{mn} \end{pmatrix} \]

When \( m \) is less than \( n+1 \), the solutions to the simultaneous equations in Equation (10) are not fixed. When the rank of \( V_m \times (n+1) \) is \( n+1 \), Equation (10) can be solved. If the number of independent equations is greater than \( n+1 \), Equation (10) cannot be solved. In this case, the least mean squares method can be used to minimize the MSE. \( E \) denotes the estimated NV vector for the road link \( i \) with \( m \) NVs, which is the product of the NV matrix \( V_m \times (n+1) \) and the weight vector \( w \).

\[ E = V_m \times (n+1) \cdot w \]  

\[ E = \begin{pmatrix} E_1 & \ldots & E_m \end{pmatrix}^T \]

\( \varepsilon \) denotes the residuals of the \( k \)-th component of \( P \) and \( E \). The sum of the squares of the errors \( Q \) is given by Equation (15). The sum of the squares of the errors \( Q \) divided by \( m \) is the MSE.

\[ Q = \sum_{k=1}^{n} \varepsilon_k^2 = \sum_{k=1}^{n} (P_k - E_k)^2 \]

The MSE for the road link \( i \) has a minimum value when the partial differential equations in Equations (16) and (17) equal 0.

\[ \frac{\partial Q}{\partial w_0} = 0 \]  

\[ \frac{\partial Q}{\partial w_u} = 0 \]  

Since Equation (17) is linear, multivariate analysis can be used. The dependent variables are the probe NVs, and the independent variables are the NVs for the reference road links. Equation (18) is the transformed Equation (17). Equation (18) can be solved by Gaussian elimination and the regression coefficients, \( w_1, \ldots, w_m \), can be calculated.

\[ \begin{pmatrix} s_{11} & s_{12} & \ldots & s_{1n} \\ s_{21} & s_{22} & \ldots & s_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ s_{m1} & s_{m2} & \ldots & s_{mn} \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \\ \vdots \\ w_n \end{pmatrix} = \begin{pmatrix} p_1 \\ p_2 \\ \vdots \\ p_n \end{pmatrix} \]

\[ s_{pi} = \frac{1}{m-1} \sum_{j=1}^{m} (V_{ij} - \bar{P}_i)(V_{ij} - \bar{P}_i) \]

\[ p_i = \frac{1}{m-1} \sum_{j=1}^{m} (V_{ij} - \bar{P}_i)(P_j - \bar{P}) \]

\[ \bar{P}_i = \frac{1}{m} \sum_{j=1}^{m} V_{ij} \]

\[ P_i = \frac{1}{m} \sum_{j=1}^{m} P_j \]

The weight value \( w_0 \) can be also calculated from Equation (22), which is transformed from Equation (16).

\[ w_0 = \bar{P} - \sum_{j=1}^{n} w_j \cdot \bar{P}_j \]

3. Evaluation of Interpolation System

PCD for Nagoya taxis is used in this evaluation. The evaluation area for this system is the Nagoya district including Nagoya Station, an area of approximately 10 kilometers by 10 kilometers on a longitude from 136°52'30" to 137°00'00" and a latitude from 35°10'00" to 35°15'00". The taxi company that took part in this experiment has approximately 1200 taxis, and the total number of road links is 1128. The PCD can be obtained every 15 minutes (if probe cars exist at the road link).

The evaluation period was the one year from 01/11/2007 to 31/10/2008. We should note that the number of PCV values \( m \) must be not less than the number of unknowns \( n+1 \) for learning.

3-1 Evaluation by CD and MSE

In this simulation, the CD and MSE are used to monitor the progress of learning. \( R \) denotes the CD for the road link \( i \), which is given by Equation (23). While the notation \( R^{(i)} \) is appropriate, the superscript \( i \) is omitted. \( p \) and \( e \) denote the unbiased variance of the PCD and the estimated NV, respectively. \( R \) denotes the ratio of the two variances.
Figure 5 shows the fluctuations in the CD for several road links in the evaluation area. The x-axis denotes the number of PCD values, and the y-axis denotes the CD. The fifth digit in the road link number (ex. 30281) denotes the following:
1: Inter-city Expressways
2: Inner-city Expressways
3: Local roads
The rest of the digits denote the number assigned to the road link. The road link number in Fig. 5 denotes a local road.

When the number of the PCD is less than that of the unknowns ($m < n + 1$), the CD is assigned 0. When Equation (10) can be solved, the CD becomes 1. As the number of PCD additionally increases, the CD abruptly decreases, and then increases gradually. The minimum value of the CD of the road link 30512 is approximately 0.2 after learning, and its value gradually increases to 0.95. The CDs of the road links 30512 and 30726 abruptly increases when the number of the PCD is approximately 1000, and increases gradually. The reason, that the CD abruptly changes, is that the upper limit on the number of PCD values stored in the velocity/weight database is 1000 for each road link. As the old PCD values are deleted when the number of PCD is more than 1000, CD decreases. The reason, that CD increases gradually, is considered that the PCD values are concentrated at the hyper-plane of the linear regression model.

To investigate the reasons, the numbers of PCD at the reference road links are measured. Table 1 shows the results of the numbers of the PCD values at the reference road links. For the road link 30726, the number of the reference road links is 13, and the number of the PCD values greater than 400 is 12. For the road link 31063, the number of the reference road links is 11, and the number of the PCD values less than 200 is 8.

From these results, the CD is considered to depend on the number of the PCD at the reference road link.
When the number of the PCD at the reference road links is a few, one PCD value greatly changes the weight value of the reference road link. Therefore the CD abruptly decreases, because the PCD are plotted far from the hyperplane. The slight fluctuation in the CD is considered as the same reason.

Figure 7 shows the fluctuations in the CD for road link 30587. The x-axis denotes the number of PCD values, and the y-axis denotes the CD. The evaluation period was from 01/11/2007 to 31/10/2008. The upper limits on the number of PCD values stored in the learning database are 1000 and 4901, respectively.

To investigate the reason of the fluctuation, the relationship between the number of PCD values and date is checked. The CD abruptly decreased during New Year’s Day, in mid February (national holidays), at the end of April (successive national holidays), in mid August (Bon Festival), and in mid September (national holidays). During these periods, unexpected traffic congestion is considered to occur in this area.

When the upper limit on the number of PCD values stored in the learning database is 1000 and the number of PCD values exceeds 1000, the oldest item of PCD is deleted from the leaning database. When the PCD values associated with the traffic congestion don’t exist in the database, the CD decreases abruptly in the case of traffic congestion. When the number of PCD values stored in the database is 4901, the database includes the PCD associated with traffic congestion. Therefore the fluctuation of the CD becomes moderate.

Figure 8 shows the fluctuations in the MSE. The x-axis denotes the number of PCD values, and the y-axis denotes the MSE. Figure 8 indicates that the MSE follows the opposite trend of the CD. These results indicate that the estimation accuracy is improved, when the number of PCD values stored in the database increases. However when the number of the PCD values excessively increases, the response of this system decreases. In other word, the number of PCD values is considered to be the time constant of this system. It is important to optimize the time constant of this system.

3-2 Evaluation by Average CD and MSE

Figure 9 and 10 show the relationship between the NV of the PCD values $P_i$ and the estimated NV $E_i$ calculated by the interpolation system, when the number of PCD values is 4901. The x-axis denotes $E_i$, and y-axis denotes $P_i$. When the PCD values are plotted on the ideal line with a slope of 1, $E_i$ coincides with $P_i$.

Figure 9 shows the relationship between $E_i$ and $P_i$ before the successive national holidays (25/04/2008-27/04/2008). Many PCD values are plotted on the ideal line. Figure 10 shows the relationship between $E_i$ and $P_i$ in the successive national holidays (28/04/2008-30/04/2008). The plotted data of $E_i$ are far from the ideal line.
Whereas the NV is the range from 0 to 1, the data of \( E_k \) plotted in Fig. 10 exceed this range. When the learning agents calculate \( E_k \), exceed this range is used. When \( E_k \) exceed this range, the actual velocity doesn’t exist. For example, when \( E_k \) calculated by the interpolation system is 1.8, the stored \( E_k \) in the velocity/weight database becomes 1.

\( R_{ave} \) is the average CD for all the road links in the evaluation area, which is given by Equation (27). \( N \) denotes the number of road links in the evaluation area. The average MSE \( Q_{ave} \) is given by Equation (28), and the notation \( R^{(i)}, Q^{(i)} \) and \( m^{(i)} \) are used in this equation.

\[
R_{ave} = \frac{1}{N} \sum_{i=1}^{N} R^{(i)} \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots .....